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W
aym

o R
ob

otaxis D
estroyed during a

n anti-IC
E

 protest in Lo
s

 
A

ngeles, 2025

W
hy?

A
I is

 fucking
 everyw

here: at w
ork, at school, in

 our 
hom

es, in our phones, on our streets, in our governm
ents, 

and
 at w

ar. W
e

 are
 living

 through
 an

 era
 of extrem

e
 A

I 
hype. In

 this clim
ate, som

e
 people

 have
 gotten

 rich
 off of 

the
 

stolen
 

data
 

and
 

stole
n

 
labor

 
that

 
fue

ls
 

these
 

technologies. O
thers

 have
 been

 surveilled, opp
resse

d, 
exploited, and

 killed. T
his text presents a

 sho
rt, practica

l 
guide

 to
 the

 technologies
 currently

 called
 “A

I,”
 the

 
ideologies

 
and

 
actors

 
pouring

 
gasoline

 
on

 
the

 A
I 

dum
psterfire, and w

hat w
e can do about it.

“A
I” D

oes N
ot E

xist
A

I is
 a

 b
u

n
ch

 o
f ran

d
o

m
 to

o
ls. S

o
m

e
 p

eo
p

le
 d

escrib
e

 
th

ese to
o

ls as
 “h

u
m

an
-like” in

 o
rd

er to
 se

ll a p
ro

d
u

ct

T
here’s no

 such
 thing

 as “A
I” in

 the
 w

a
y the

 tech
 industry

 
prom

otes it. A
I is m

arketing
 hype, not “intelligence.” W

hat 
people

 call A
I is a

 m
essy collection

 of tools that do
 stuff: 

C
hatG

P
T

 
extru

des
 plausible-sou

nding
 text,

 M
idjourney 

spits
 out synthetic

 im
ages, Instagram

’s
 algorithm

 
sorts 

you
 into

 dem
ographic

 categories
 to

 annoy
 you

 w
ith

 ads, 
A

m
azon’s

 prod
uct recom

m
endation

 system
 

cyberstalks 
your every click to

 sell yo
u

 stuff you
 do

n’t need. W
e

 use
 

scare
 quotes

 occasionally
 to

 rem
ind

 you
 that “A

rtificial 
Intelligence” is

 m
arketing

 hype
 and

 science
 fiction

 –
 it 

does not exist.



P
opular chatbot too

ls
 like

 C
hatG

P
T

 pro
duce

 seem
ingly 

coherent outputs
 that m

ay
 sound like

 they
 can

 “think” 
“understand” or “reason.” T

hey cannot. T
he

se
 m

odels are
 

trained
 on

 m
assive, uncurated

 datasets
 of text scraped

 
from

 the
 w

eb. A
ll these

 “Large
 Language

 M
odels” do

 is 
predict the

 next w
ord

 in
 a

 sequence. T
hat’s

 it. T
hey’re 

indifferent to
 truth

 and
 are

 better understood
 as

 either 
“B

ullshit M
achines” [1] or “S

tochastic P
arro

ts” [2].

C
om

paring
 

A
I

 
tools

 
to

 
hu

m
an

 
intelligence

 
is  

anthropom
orphiza

tion
: the

 attribution
 of hum

an
 traits

 to
 

nonhum
an

 th
ings. P

eople
 do

 this
 all the

 tim
e

 and
 it’s 

usually no
 big

 deal: “m
y car’s nam

e
 is B

etty”, “m
y room

ba
 

is
 sad”, “S

iri is
 being

 a
 jerk.” T

he
 title

 of this
 zine

 is
 of 

course
 tongue

-in-cheek: “A
I” can

 only
 “d

ie” in
 the

 sam
e

 
sense that your cellphone “dies.”

P
roblem

s arise
 w

hen
 w

e
 g

et tricked
 into

 be
lieving

 A
I tools

 
are

 a
 good

 stand
-in

 for hum
an

 behaviors: A
I grifters

 are
 

financially incentivized
 to

 overstate
 the

 ability o
f their tools 

to
 be

 our friends, lovers, the
rapists

 or replace
 us

 in
 the

 
w

orkforce. T
hese

 sci-fi delusions
 are

 useful for selling
 

people
 A

I products. D
espite

 the
 fa

ct that “A
I” doesn't 

exist, it’s ruining
 everything an

yw
ay [3].
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A
 B

rief H
istory of H

ype
A

I h
yp

e
 cycles

 are
 p

erio
d

s
 in

 w
h

ich
 atten

tio
n

 a
n

d
 

cap
ital

 
g

ets
 

d
iverted

 
to

w
ard

 
w

h
atever

 
ran

d
o

m
 

co
m

p
u

tin
g

 to
o

ls p
eo

p
le are callin

g
 “A

I”

T
he

 tools and
 technologies called

 “A
I” have

 gone
 th

rou
gh

 
periods

 of popularity w
here

 th
ey capture

 the
 attention

 of 
industry, science, and

 th
e

 general public. A
t other tim

es 
called

 “A
I W

inters” these
 tools

 have
 lost attention

 and
 

becom
e

 ordinary
 parts

 of everyday
 tech

nology. T
here

 
have

 been
 tw

o
 w

inters in
 the

 pa
st. W

e’re
 currently living

 
in the third hype cycle.

S
ad M

ac, @
dualdflipflop via. flickr



In
 som

e
 eras A

I w
as la

rgely w
hat w

e
 call statistics today. 

A
t other tim

es
 it w

as
 spraw

ling
 logic

 rule-sets
 called

 
“expert syste

m
s.” In

 others it’s been
 “neural n

etw
orks” or 

“deep
 learning.” T

he
 technical details of these

 term
s don’t 

m
atter m

uch for our purposes. 

T
h

e
 th

in
g

s
 w

e
 call “A

I” are
 a

 co
n

stan
tly

 ro
tatin

g
 cast 

o
f h

alf-w
o

rkin
g

 tech
n

o
lo

g
ies.

W
hen

 hype
 for A

I increases, the
 tools

 and
 m

ethods 
labeled

 A
I ge

t adopted
 by

 science, ind
ustry, and

 the
 

m
ilitary. T

his
 leads

 to
 a

 positive
 feedback

 cycle: there’s 
m

ore
 investm

ent, m
o

re
 resea

rch, and
 m

ore
 products 

driving
 further hype. E

ventually
 exp

ectations
 exceed

 the
 

ability
 of these

 technologies
 to

 deliver o
n

 their prom
ises 

and
 the

 hype
 collapses. T

his leads to
 broad

 criticism
 and

 
disillusionm

ent w
ith the field: an A

I w
inter.

B
lin

d
ed

 b
y

 th
e

 H
yp

e: A
I technologies developed

 during
 

a
 hype

 cycle
 eventually

 becom
e

 “norm
al.” T

hey’re
 no

 
longer considered

 A
I and

 fade
 into

 the
 everyday. N

obody 
is

 bothered
 by

 the
 fact that th

eir sm
artphone

 uses
 face

 
detection

 w
hen

 snapping
 a

 picture: this
 “A

I” tool is
 old

 
new

s – the hype for this p
articular techno

logy is over.
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e
i
z
e
 
t
h
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e
a
n
s
 
o
f
 

c
o
m
p
u
t
a
t
i
o
n
▊

[
4
7
]

Like A
I, there a

re
 plenty of other tech

 products that go th
ro

ugh hype
 

cycle
s– and they don

’t necessarily provide an
y benefit to hum

an
ity.

A
s w

e’re
 currently living

 in
 the

 third
 A

I hype
 cycle, n

o
 one

 
truly

 know
s

 w
hat socially

 useful technologies
 w

ill stick 
around w

hen
 the hype eventually blow

s over.

“W
orkers entered the field around 195

0, and even around
 

1960, w
ith high hop

es that are ve
ry far from

 having been
 

realized in 1972. In
 no part of the field have th

e
 

discoveries m
ade so far produced the m

ajor im
pact that 

w
as then p

rom
ise

d.” 

– T
h

e Lighthill R
eport [4]

N
ow

 that w
e understand A

I products are just hyped up 
tools, w

e need to recognize
 that som

e tools are ripe for 
abuse.



A
utom

ated V
iolence

T
h

e
 real-life

 h
arm

s
 cau

sed
 b

y
 A

I te
ch

n
o

lo
g

ies
 are

 
w

ell d
o

cu
m

en
ted

. T
h

ese
 h

arm
s

 can
’t b

e
 ad

d
ressed

 
w

ith
 m

o
re o

r “b
etter” tech

n
o

lo
g

y – w
e

 n
eed

 g
o

o
d

 o
ld

-
fash

io
n

ed
 so

cial p
ro

g
ress

T
he

 question
 of w

hether “A
I” cause

s
 harm

 has
 already 

been
 

answ
ered:

 
harm

s
 

have
 

bee
n

 
docum

ented
 

by 
scientists, journalists, and

 scholars
 the

 w
orld

 over. T
his 

section
 

is
 

a
 

rapid-fire
 

anno
tated

 
bibliography

 
of 

exceptional 
scholarship

 
and

 
reportin

g
 

that
 

exposes 
various

 kinds
 of autom

ated
 violence. W

e
 encourage

 
curious

 readers
 to

 follow
 these

 referen
c

es 
for m

ore
 

detail.

T
he

 interdisciplinary
 authors

 of “O
n

 th
e

 D
angers

 of 
S

tochastic
 P

arrots: C
an

 Lan
guage

 M
odels

 be
 Too

 B
ig?

 
” [3] accurately

 predicted
 m

any
 of the

 e
nvironm

ental
🦜

 
and

 social harm
s

 arising
 from

 the
 broad

 adoption
 of 

“stochastic
 parrots”: a

 pejo
rative

 nam
e

 for
 the

 core
 

technology
 underlying

 popular chatbots
 like

 O
penA

I’s 
C

hatG
P

T, G
oogle’s

 G
em

ini, M
eta’s

 Llam
a

 and
 X

’s
 G

rok. 
G

oogle
 trie

d
 to

 suppress the
 publication

 o
f the

 S
tochastic

 
P

arrots 
pap

er, a
 clear exam

ple
 of scientific

 research
 

being at odds w
ith the go

als of a for-profit corporation [5].

D
e

epfake eyeballs g
enerated by the

 authors

Im
ag

in
e

 
altern

atives
 

to
 

dystopia
 

and
 

the
 

techno-
capitalist status-quo

 [41]. Im
agination

 is resistance. M
ake

 
art, w

rite
 sola

rpunk, n
ever stop

 dream
ing

 of a
 future

 
w

here
 w

e
 are

 all safe
 and

 free. W
ork

 backw
ards

 from
 

these
 im

agined
 futures, w

hat can
 w

e
 do

 toda
y

 to
 m

ake
 

them
 achievable

?

H
ow

 long
 w

ill this go
 on?

 W
hen

 w
ill the

 h
ype

 cycle
 end?

 
Is

 another A
I w

inter com
ing?

 F
aced

 w
ith

 a
n

 inhum
ane

 
tech

 industry and
 com

plicit governm
ents it m

ay ultim
ately 

fall to
 the

 people
 to

 invent new
 w

ays
 to

 evade
 [42], 

refuse, resist [43
], sabotage

 [44, 45] or o
therw

ise
 destroy 

[46] A
I.

H
am

m
ers up! 

A
I M

ust D
ie!



“S
olidarity betw

een highly-paid tech w
orkers and their 

low
er-paid counterparts – w

ho vastly o
utnu

m
ber them

 –
 

is a tech C
E

O
’s nightm

are.”
–T

he E
xploited Lab

or B
ehind A

rtificial Inte
lligence [34]

D
em

an
d

 
tran

sp
aren

cy
 

from
 

com
panies

 
and

 
governm

ents
 developing

 A
I tools

 regardin
g

 the
 training

 
data

 
they

 
use,

 
their

 
labor

 
practices,

 
and

 
the

 
environm

ental im
pacts of their syste

m
s.

In
sist o

n
 en

h
a

n
ced

 scru
tin

y
 

of A
I corporate

 actors, 
enforcem

ent of existing
 law

s
 [3

5], and
 accountability

 for 
the

 harm
s

 and
 injustices

 they
 cau

se
 or

 perpetuate. 
A

ssum
e

 that these
 organizations

 cannot be
 trusted

 to
 

self-regulate. T
hey can’t.

D
isru

p
t

 o
r

 ig
n

o
re

 d
istractin

g
 sci-fi n

arratives
 

by 
draw

ing attention back to rea
l and docum

ented outcom
es. 

E
m

phasize
 A

I
 

critical 
discourse

 
focused

 
on

 
labor, 

surveillance, alienation, m
edicalization, m

arginalization, 
m

inoritization
 and

 the
 environm

ent. E
ven

 if you
 believe

 
that A

G
I is possible, do

 you
 really w

ant tech
 oligarchs to

 
have it?

R
esist

 
th

e
 

co
n

stru
ctio

n
 

o
f

 
d

atacen
ters

  
in

 
your 

backyard. A
I need

s
 m

assive
 com

puting
 infrastructure. 

T
he

 data
 centers

 used
 to

 build
 and

 run
 A

I tools
 require

 
unreasonable

 
am

ounts
 

of
 

energy
 

and
 

w
ater,

 
their 

pollution
 poisons

 our air, th
ey

 contam
inate

 our soil, and
 

deplete our sh
ared resources. [3

6]

W
o

rk
 in

 so
lid

arity
 w

ith
 data

 w
orkers [3

7], gh
ost w

orkers 
[38], gig

 w
orkers [3

9]. P
articularly if you

 w
ork in

 the
 tech

 
industry: advocate, educate, unionize, and

 build
 collective

 
pow

er [40].

M
athem

atician
 and

 D
ata

 S
cien

tist C
athy O

’N
eil illustra

ted
 

how
 unregulated

 algorithm
ic

 system
s

 perpetuate
 and

 
scale

 discrim
ination

 –
 describing

 A
I base

d
 decision

 
system

s as “W
eapons of M

ath D
estructio

n” [6].

T
he

 w
ork

 of C
om

puter S
cientists

 Joy
 B

uola
m

w
ini and

 
T

im
nit G

ebru
 analyzed

 how
 and

 w
h

y A
I facial recognition

 
system

s discrim
inate based on skin color and gender [7].

S
cholar

 
and

 
activist

 
S

ash
a

 
C

osta
nza-C

hock 
dem

onstrated
 

how
 

T
S

A
 

body
 

im
aging

 
m

achines 
disproportionally

 flag
 transgender

 peoples’ bodies
 for 

additional screening [8].

“A
nom

alies” detected b
y a T

S
A

 body sca
nner [7]

D
isability

 S
tudies

 and
 Tech

 E
thics

 scholar A
shley

 S
hew

 
has

 highlighted
 how

 A
I products

 reflect an
 im

plicitly 
ableist design

 philosophy
 and

 often
 

trea
t individ

ual 
experiences

 of disability
 as

 m
edical im

pairm
ents

 rathe
r 

than challenges arising from
 social barriers [9].

A
 

P
roP

ublica
 

investigation
 

[10]
 

dem
onstrated

 
how

 
algorithm

s
 that detect crim

inal re-offense
 entrench

 the
 

classist,
 

racist,
 

and
 

xenophobic
 

foundations
 

of
 

the
 

crim
inal justice syste

m
.



P
olitical

 
S

cientist
 

V
irgina

 
E

ubanks
 

thoroughly 
docum

ented
 the

 m
any w

ays in
 w

hich
 algorithm

ic system
s 

“profile, police and punish the poor” [11].

“P
redictive

 P
olicin

g”
 a

lgorithm
s, intended

 to
 forecast 

crim
e

 (think
 of the

 m
ovie

 M
inority

 R
eport), only

 serve
 to

 
increase

 
surveillance

 
and

 
oppre

ssion
 

of
 

poor 
com

m
unities [1

2], are
 racially biased, and

 notoriously bad
 

at actually predicting crim
e [1

3].

H
e

at m
ap of officer patrols in

 parts of E
lgin, Illinois. C

red
it: G

eolitica

D
eepfake

 
tools

 
have

 
been

 
used

 
to

 
generate

 
non-

consensual pornography and
 revenge

 p
orn

 [14]. S
om

e
 of 

the
 datasets

 th
at these

 A
I m

odels
 are

 trained
 off of 

contain
 hateful, violent, and

 abusive
 content including

 
C

hild S
exua

l A
buse M

aterial (C
S

A
M

) [15].

T
he

 Israeli m
ilitary is field-testing ‘robot do

gs’ in G
aza and

 
has

 deployed
 a

 targeting
 syste

m
 called

 "H
ab

sora" (“T
he

 
G

ospel”) to au
tom

ate target selection for th
e ID

F
 [16]. T

he
 

w
orld

 over, A
I system

s deployed
 by the

 m
ilitary industrial 

com
plex

 spy, target, and
 m

urder w
hile

 the
 corporate

 

1.
W

hat exactly is the
 task the

 tool or system
 claim

s 
to au

tom
ate? S

hould this task be do
ne at all?

2.
W

hat are
 the

 inputs
 and

 outputs?
 W

hat is
 th

e
 

eviden
ce

 that the
 outputs can

 be
 derived

 from
 the

 
inputs?

3.
H

ow
 

is
 

the
 

system
 

evaluated?
 

W
hat

 
w

as 
m

easured
?

 W
as

 the
 evaluation

 specific
 to

 the
 

intended context? W
h

o conducted the evalua
tion?

4.
W

ho
 benefits from

 the
 adoption, integration

 or use
 

of the
 A

I tool?
 W

ho
 m

ight be
 h

arm
ed

 or m
ade

 
vulnerable?

 W
hat recourse

 do
 harm

ed
 peo

ple
 

have
?

R
ed

 flag
s:

1.
Is

 the
 A

I system
 or

 tool being
 described

 as 
hum

an?
 

2.
H

ow
 m

uch
 agency

 do
 you

 fee
l you

 have
?

 Is
 the

 
decision

 to
 use

 a
n

 A
I too

l opt-in
 o

r opt-out?
 Is

 
hesitancy,

 
resista

nce
 

or
 

criticism
 

m
et

 
w

ith
 

retaliation?
 

3.
W

ere
 yo

u
 asked

 for your consen
t to

 be
 m

onitored
 

or have
 your data

 used
 in

 the
 developm

ent o
f an

 
A

I system
? C

an this consent be revoked?

4.
W

hat data
 are

 being
 collected

 from
 or about you?

 
H

ow
 is

 this
 data

 used?
 D

o
 you

 fe
el like

 yo
u’re

 
protected

 from
 use

 of this
 data

 that yo
u

 did
 no

t 
conse

nt to?

5.
S

lop
 (aka

 “G
enA

I A
rt”) and

 enshitifica
tion

 [33] –
 

you kn
ow

 it w
hen yo

u see it.



W
hat is to be D

one?
M

o
ve

 th
e

 co
n

versatio
n

 fro
m

 F
ear o

f M
issin

g
 O

u
t to

 
F

u
ck A

ro
u

n
d

 &
 F

in
d

 O
u

t

If there’s hope
 for a

 future
 in

 w
hich

 A
I is tran

sform
ed

 into
 

a
 liberatory

 technology, it cannot be
 achie

ved
 through

 
passive acceptance of w

h
atever snake-oil S

ilicon V
alley is 

selling: it m
ust be

 built w
ith

 care, intention, and
 be

 rooted
 

in
 com

m
unity [31]. In

 the
 m

ean
tim

e, w
e’re

 faced
 w

ith
 the

 
convergence

 
o

f
 

A
I

 
hyp

e
 

and
 

increasingly
 

fascist 
governm

ents: E
lon’s disastrously failed

 “D
.O

.G
.E

.” project 
as an obvious exam

ple.

In
 this crucial m

om
e

nt, our attitude
 tow

ards A
I should

 be
 

the
 sa

m
e

 as tow
ards any other oppressive

 tool ow
ned

 by 
the

 ruling
 class: skepticism

, criticism
, obstruction, and

 
resistance. H

ere’s how
 w

e do th
at.

A
sk

 q
u

estio
n

s
: ado

pt the
 “questions first” fram

ew
ork laid

 
out in

 “T
he

 A
I C

on” [32]. If you’re
 concerned

 about the
 

use
 of an

 A
I system

 by
 your governm

ent, em
ployer, or 

another organization, from
 the beginning insist on asking:

developers
 of these

 technolo
gies

 (from
 Lockheed

 and
 

R
aytheon

 to
 P

alantir, A
nduril, an

d
 O

penA
I [1

7, 18] to
 

A
m

azon
 [19] and

 G
oogle

 [20]) reap
 m

assive
 profits from

 
m

ass suffering a
nd death.

U
S

 A
rm

y R
obot dog,S

pc. D
ean John K

d
 D

e D
ios/D

V
ID

S
 

stopkillerrobots.org

A
utom

ated
 violence

 arise
s

 from
 inequalities

 in
 w

ho
 has 

the
 pow

er to
 design

 and
 de

ploy
 A

I system
s. T

he
 largely 

hom
ogenous gro

ups of people
 developing, p

edd
ling, and

 
profiting

 from
 A

I do
 not care

 about the
 hum

an
 beings the

ir 
tools harm

– they’re out to m
ake m

oney.

D
ata

 S
cientist C

atherine
 D

’Ignazio
 and

 D
ig

ital H
um

anities 
scholar Lauren

 F. K
lein

 calls this inability of A
I ped

dlers to
 

understand
 or care

 a
bout the

 ha
rm

ful effects
 of their 

products  “privilege hazards”:



“T
hose w

ho occupy the m
ost privileg

ed positions am
ong

 
us—

people w
ith good education

s, respected credentials, 
and professional accolades—

are po
orly equipped to

 
recog

nize instances of oppressio
n in the w

orld”

– D
a

ta F
em

inism
 [21]

~
Y
o
u
 
c
a
n
’
t
 

c
o
d
e
 
y
o
u
r
 

w
a
y
 
o
u
t
 
o
f
 
a
 

s
o
c
i
a
l
 

p
r
o
b
l
e
m
▊

It is
 easier to

 im
ag

in
e

 th
e

 en
d

 o
f th

e
 

w
o

rld
 th

an
 th

e en
d

 o
f cap

italism
.

A
doption

 of “A
I” technologies

 and
 integration

 of these
 

tools
 into

 our social fabrics
 serve

 particula
r social and

 
political agendas. T

hese
 agendas are

 not in
evitable, they 

are im
posed.A

dapted from
 K

ate C
raw

fo
rd’s A

natom
y of an A

I S
ystem

, 
https://anatom

yof.ai/



A
I is not Inevitable

W
e, th

e
 h

u
m

an
 race, n

eed
 to

 d
ecid

e
 h

o
w

 A
I is

 
d

evelo
p

ed
 an

d
 g

o
vern

ed
. T

h
e

 id
ea

 th
at certain

 so
cial 

o
u

tco
m

es
 are

 “in
evitab

le”
 is

 stan
d

ard
 co

n
servative

 
b

u
llsh

it

T
E

S
C

R
E

A
L

 ideologies
 pop

ular
 am

ong
 S

ilicon
 V

alley 
elites

 have
 the

 convenient side
 effect of side-stepping

 
critiques

 of capitalism
. T

h
ey

 either take
 capitalism

 as
 a

 
given

 or refocus attentio
n

 elsew
h

ere, failing
 to

 challenge
 

for-profit A
I.

W
e

 should
 not accept that A

I is
 d

estined
 to

 take
 a

 
particular form

 or have
 a

 particular effect on
 society. It’s 

up
 to

 us to
 take

 back the
 pow

er to
 decid

e
 how

 technology 
is built, adopted and go

verned.

“T
here is an inevitability n

arrative that w
e

 hear from
 tech

 
com

panies - and that is a bid to
 take our agency"

–E
m

ily B
ender, C

om
putation

al Linguist
Tech W

on
't S

ave U
s P

od
cast

A
 com

m
on

 pe
rception

 am
on

g
 the

 p
ublic

 is
 that the

 A
I 

technologies
 

S
ilicon

 
V

alley
 

venture
 

capitalists
 

are
 

peddling
 is

 the
 o

nly
 w

ay
 forw

ard: w
e

 m
ust adopt and

 
accept their products or w

e’ll be
 left behind

 and
 lose

 our 
jobs. W

e
 m

ust accept the
 surve

illance, theft, and
 poor 

w
orking

 conditions
 they

 im
pose

 and
 the

 death
 and

 
oppression they cause–their w

ay is the only w
ay.

T
his

 is
 a

 classic
 exa

m
ple

 of capitalist realism
, the

 belief 
that not only is capitalism

 inevitable, but any alternative
 is 

unim
aginable. T

his
 narrative

 is
 false. W

e
 m

ust im
agine 

alternatives. A
s p

er M
ark F

isher: 

Labor E
xploitation M

achines
T

h
e

 w
ays

 th
at n

ew
 tech

n
o

lo
g

ies
 a

ffect o
u

r lives
 is

 
d

eterm
in

ed
 b

y
 w

h
o

 h
as

 o
w

n
e

rsh
ip

, ag
en

cy, an
d

 
p

o
w

er

W
hen

 the
 w

o
rld

 is in
 an

 A
I hype

 cycle, as it is n
ow

, new
 

tools replace
 older tools because

 th
ey’re

 faster, cheaper, 
or sim

ply
 m

ore
 hyped

 up. T
he

 ow
ners

 and
 creators

 o
f 

these
 tools get rich

 in
 the

 process, w
hile

 othe
rs lose

 their 
jobs. T

here’s nothing
 ne

w
 about this process. N

ew
 tools 

are develope
d, jobs change

, and the relationship
 b

etw
een

 
w

orkers and the
ir w

ork evolves as a result.

W
hat m

atters
 now

 is
 how

 society
 w

ill respond
 to

 these
 

technological changes: w
ill pow

er be
 further concentrated

 
in

 the
 hands

 of the
 tech

 elite?
 W

ill union
 efforts

 suffer?
 

W
ill w

orkers get scre
w

ed?

"T
he A

I can't do yo
ur job, but the A

I sale
sm

an
 can

 
convince your boss to fire you and replace you w

ith an
 A

I 
anyw

ay"

– C
o

ry D
octorow

A
 h

isto
rical an

ecd
o

te: N
ew

 w
eaving

 techno
logies w

ere
 

developed
 in

 the
 U

nited
 K

ing
dom

 during
 the

 Indu
strial 

R
evolution. A

s
 these

 technologies
 w

ere
 adopted

 by 
factory

 ow
ners, m

any
 w

orkers
 took

 issu
e

 w
ith

 the
 new

 
m

achines
 disruptin

g
 their jobs. Luddites fought back

 by 
destroying these

 new
 m

achines. 



W
hile

 Luddites
 have

 been
 m

ischaracterized
 as

 being
 

against all te
chnology, they w

ere
 in

 fact reacting
 to

 shitty 
w

orking
 conditions

 w
here

 they
 w

ere
 likely

 to
 be

 m
aim

ed
 

or killed
 by

 the
 m

achines
 they

 w
orke

d
 w

ith. S
m

ash
in

g
 

lo
o

m
s w

as th
eir tactic, n

o
t th

eir g
o

al [22].

1812 illustration of L
uddites sm

ashing a lo
om

. (C
hris S

unde / 
W

ikim
edia C

om
m

ons)

“Lud
dism

 is about questioning w
ho m

achinery serves.”
– B

rian M
erchant

W
hy do

 these
 algorithm

s create
 such

 absurd
 outcom

es?
 

[23] A
I has

 politics
 [24, 25], an

d
 those

 p
olitics

 are
 not 

neutral. P
roponents of A

I technology claim
 that w

ith
 m

ore
 

of your data, A
I tools

 w
ill produce

 better outcom
es. B

ut 

have been show
n to sha

re how
ever, is alignm

ent w
ith and

 
historical roots

 in
 e

ugenics: th
e

 sam
e

 discrim
inatory 

attitudes that anim
ated the

 eugenicists of the 20th century 
have

 evolved
 to

 im
pose

 elitist definitions of ‘intelligence’, 
align

 develo
pm

ent of m
a

chine
 

intellige
nce

 w
ith

 the
 

interests
 

of
 

the
 

pow
erful 

(to
 

th
e

 
detrim

ent
 

of
 

the
 

m
arginalized) w

hile
 evading

 accountab
ility

 by
 fram

ing
 

these
 activities

 as
 “safety

 research” and
 “serving

 the
 

future of hum
anity” [27].

T
E

S
C

R
E

A
L

 has
 polluted

 the
 discourse

 on
 A

I ethics, 
captured

 the
 im

aginations
 of regulators

 of all po
litical 

shades
 –

 notably
 C

huck
 S

chum
er’s

 adoption
 of their 

p(doom
) con

cept [2
8] –

 a
nd

 paved
 the

 path
 for the

 
ascendance

 of w
hat has

 been
 called

 “T
h

e
 N

erd
 R

eich
” 

[29]: an
 em

erging
 U

S
 techno-political order cap

ture
d

 by 
oligarchs, robber barons, techbros, and fascists.

Taco
 carts

 are
 m

ore
 regulated

 than
 A

rtificial 
Intelligence [30]

T
he

 last and
 p

erhaps
 the

 m
ost im

p
otent A

I approach
 is 

one
 of libe

ral passivity:
 “H

ow
 can

 w
e

 harness
 the

 
‘benefits’ of A

I w
hile

 m
anaging the harm

s?”. G
overnm

ents 
and

 
corporations

 
have

 
dem

onstrated
 

the
ir

 
total 

unw
illingness,

 
incom

petence
 

and
 

in
capa

city
 

to
 

m
eaningfully com

m
it to

 accom
plishing

 this goal. A
lthough

 
there’s no

 rea
son

 to
 e

xpect that A
G

I is in
evitable, w

ill take
 

a
 particular form

 or is
 even

 possible, 
our regulato

ry 
system

s
 

have
 

been
 

captured
 

by
 

science
 

fiction
 

inevitability narratives. S
o

 w
hat the

 fuck can
 w

e
 do

 ab
out 

it?



•
S

in
g

u
laritarian

ism
 - a

 m
ystical event called

 T
he

 
S

ingularity is nigh
 and

 A
G

I god
 w

ill happen
 –

 trust 
us.

•
C

o
sm

ism
 

- hu
m

anity
 w

ill m
erg

e
 w

ith
 A

G
I and

 
roam

 the
 stars

 as
 a

 S
tar Trek 

B
org-like

 entity 
(S

ounds shitty tbh).

•
R

atio
n

alism
 

-
 

deeply
 

w
e

ird
 

com
m

unity
 

of 
blogg

ers
 on

 the
 w

ebsite
 LessW

rong
 obsessed

 
w

ith
 the

 “alignm
ent” of A

G
I w

ith
 “hum

an
 values”, 

dub
iously define

d.

•
E

ffective
 A

ltru
ism

 / L
o

n
g

te
rm

ism
 - the

 lives and
 

dignity
 of the

 hum
ans

 alive
 today

 are
 vanishingly 

unim
portant in

 contrast w
ith

 the
 value

 of the
 “long-

term
 potential” of hum

anity, w
ha

tever that m
eans.

Term
inally online

 T
E

S
C

R
E

A
L m

em
es about pape

rclip
s, basilisks, 

shoggoths &
 w

aluig
i

It’s a
 m

ess. T
he

 “rationalists” are
 not particularly rational, 

the
 “altruists” are

 not altruistic, the
 re

st blur the
 lines 

betw
een

 p
seudoscience

 and
 science

 fiction. W
hat they 

w
ho

 ow
ns the

 data?
 W

ho
 gets

 to
 choose

 w
ha

t tools get 
m

ade
 from

 it?
 W

ho
 gets

 m
oney

 a
nd

 pow
e

r w
hen

 these
 

tools
 are

 adopted
 by

 socie
ty?

 W
ho

 gets
 to

 d
ecide

 w
hat 

“better” even m
e

ans?

C
o

n
so

lid
atio

n
 o

f w
ealth

 an
d

 so
cial co

n
tro

l in
 th

e
 

h
an

d
s

 o
f

 A
I au

th
o

ritarian
s

 are
 featu

res
 o

f
 th

ese
 

system
s, n

o
t b

u
g

s.

T
his

 w
ay

 of thinking
 refocuses

 our atte
ntion

 on
 the

 
system

s these
 tools

 are
 a

 part of, rather tha
n

 the
 tools 

them
selves. Like

 the
 Luddites, the

 problem
 is

 not the
 

technology itself, but lack of ow
nership

 and
 control. W

ho
 

has
 the

 pow
er to

 decide
 w

h
at’s

 designed, how
 it’s

 built 
and how

 it’s used?

S
ci-fi F

antasies &
 Tech Ideologies

T
ech

 
b

illio
n

aires
 

are
 

in
cen

tivized
 

to
 

su
p

p
o

rt 
id

eo
lo

g
ies

 th
at em

p
h

asize
 tech

’s
 p

ro
g

re
ss

 in
stead

 o
f 

so
cial p

ro
g

ress, as
 so

cial p
ro

g
ress

 can
 th

reaten
 th

eir 
w

ealth
 an

d
 p

o
w

er

If you’re
 a

 techie
 type

 you
’ve

 probably see
n

 people
 start 

com
panies, build

 cool new
 products and

 ge
t rich

. If you’re
 

interested
 in

 high
 technology

 and
 enjoy

 w
orking

 w
ith

 
these

 tools, you
 m

ight be
 inclin

ed
 to

 support th
e

 goals of 



your
 com

pany
 and

 be
 skeptical of interference

 and
 

regulation
 by

 the
 governm

ent.
 Libertarian 

ideologies 
m

ight be
 very appe

aling
 to

 you: ‘get the
 governm

ent out 
of m

y business an
d

 let m
e

 m
ake

 the
 w

orld
 a

 better place
’ 

[26]. T
his

 belief system
 follow

s
 naturally

 from
 techno-

optim
ism

, the
 idea

 that w
e

 ca
n

 create
 social progress by 

inventing
 new

 techno
logies

 that free
 people

 from
 their 

labors.

“Techno-optim
ism

” is
 larg

ely
 repackaged

, sci-fi flavored
 

reactionary
 politics. F

or instance, ve
nture

 capitalist M
arc 

A
ndreessen’s

 “Techno-O
ptim

ist M
anifesto” is

 no
 m

ore
 

than
 old-school elitism

 for a
 techb

ro
 aud

ience. In
 this 

unhinged, ram
bling

 text he
 vilifies

 ethicists, academ
ics, 

regulators, and
 conservationists

 in
 a

 section
 titled

 “T
he

 
E

nem
y”. W

e
 invite

 the
 reader to

 find
 and

 read
 it for 

them
selves – it’s w

ild. 

Techno-optim
ism

 doesn’t offer the
 w

orld
 anything

 m
ore

 
than unregulated capitalism

, a w
orship of the rich, and the

 
vague

 hope
 that the

 products
 and

 service
s

 they
 create

 
w

ill eventually, pretty
 please, solve

 our social ills, even
 

though
 there’s

 no
 evidence

 that technology
 alone

 ever 
leads to social progress.

Techbro
 

ideologies
 

are
 

zero-com
m

itm
ent

 
and

 
zero-

accountability –
 thin

 veils for the
 w

orsh
ip

 o
f their one

 true
 

god: p
ro

fit.

B
illio

n
aires th

in
k th

e so
lu

tio
n

s to
 p

ro
b

lem
s cau

sed
 

b
y b

illio
n

aires are kn
o

w
n

 o
n

ly to
 b

illio
n

aires.

Tech
 leaders

 credit
 them

selves 
as

 revolutionizing
 and

 
transform

ing
 so

ciety for the
 better, that the

 hum
an

 race
 is 

on
 the

 cusp
 of a

 utopian
 age

 of “hum
an

 flourishing” or 
“abundance.” If you’re

 a
 te

chno-optim
ist in

 the
 2020s, the

 

m
ost fantastical w

ay
 to

 do
 this

 is
 A

rtificia
l G

eneral 
Intelligence (A

G
I).

A
G

I is
 the

 hyped
 up

 idea
 that w

e’re
 close

 to
 cre

ating
 

som
e

 kind
 of super “A

I agent” w
ith

 hum
an

-like
 abilities 

across
 a

 w
ide

 variety
 of dom

ains. Techno-optim
ists 

believe
 that A

G
I is

 good, controllable
 and

 im
m

inent: for 
only

 $9.99
 per m

onth, everyone
 gets

 the
ir ow

n
 digital 

servant!

N
ot all disco

urse
 around

 A
G

I is
 fram

ed
 optim

istically. 
“D

oom
ers” claim

 the
 em

ergence
 of A

G
I w

ill destroy 
hum

anity. T
his is term

ed “existential risk” or “x-risk.”

H
ow

ever both
 A

G
I-op

tim
ist and

 A
G

I-d
oom

er w
ays

 of 
thinking

 serve
 to

 perpetuate
 the

 A
I hype

 cycle
 and

 shift 
focus aw

ay from
 the real harm

s of A
I to

w
ard

s the fictional: 
sci-fi Term

in
ator scenarios

 or benevolent m
achine

 gods. 
S

om
e

 even
 m

ix
 the

 tw
o, claim

ing
 that A

G
I is

 inevitable
 

and
 

beneficial,
 

but
 

a
nyone

 
w

ho
 

re
sists

 
it

 
w

ill 
b

e
 

retroactively
 punished

 by
 the

 A
G

I god
 (see

 you
 in

 hell 
R

oko’s B
asilisk! 🖕

)

W
e

 provide
 a

 short ove
rview

 of these
 w

acko
 ideas so

 you
 

can
 better spot them

 in
 the

 w
ild

 (and
 avoid

 th
em

). T
his 

clusterfuck of  A
G

I fantasies have
 com

e
 to

 be
 collective

ly 
referred to as the

 “T
E

S
C

R
E

A
L B

undle” [27]. 

T
his

 acronym
, coined

 by
 T

im
nit G

ebru
 and

 philoso
phe

r 
É

m
ile P. Torre

s refers to:

•
Tran

sh
u

m
an

ism
 - the

 hum
an

 body
 is

 w
eak

 and
 

can b
e transcended w

ith technology, som
ehow

.

•
E

xtro
p

ian
ism

 
- the

 goal of life
 is

 to
 reverse

 
entropy

 
(im

possib
le)

 
but

 
an

 
A

G
I

 
god

 
w

ith
 

supe
rpow

ers can help us do that, hopefully.


